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ABSTRACT 

In this paper we describe a novel algorithm for post-
processing a microphone array’s beamformer output to 
achieve better spatial filtering under noise and reverberation. 
For each audio frame and frequency bin the algorithm esti-
mates the spatial probability for sound source presence and 
applies a spatio-temporal filter towards the look-up direction. 
It is implemented as a real-time post-processor after a time-
invariant beamformer and it substantially improves the direc-
tivity of the microphone array. The algorithm is CPU efficient 
and adapts quickly when the listening direction changes. It 
was evaluated with a linear four element microphone array. 
The directivity index improvement is up to 8 dB, the suppres-
sion of a jammer 40° from the sound source is up to 17 dB. 

1. INTRODUCTION 

Microphone arrays can be used for hands-free real-time 
communication and speech recognition. A popular fam-
ily of algorithms is a time-invariant beamformer fol-
lowed by a set of adaptive filters, forming a generalized 
side-lobe canceller architecture [1][2]. Such processing 
is linear and doesn’t introduce artifacts as musical noise, 
although adaptive algorithms can have some audible 
residuals and distortions. While time-invariant beam-
formers are designed under the assumption of isotropic 
noise, adaptive algorithms perform better with point 
noise sources. Other efforts to improve the overall effi-
ciency of the microphone arrays are focused on post-
processing (or post-filtering) techniques. They are based 
on multichannel Wiener noise suppressors [3], the Ze-
linski post-filter [4], or spatial noise models and sup-
pressors [5].  
In this paper we present a novel non-linear post-
processing algorithm for microphone arrays, which im-
proves the directivity and signal separation capabilities. 
The algorithm works in so-called instantaneous direc-
tion of arrival space, estimates the probability for sound 
coming from the look-up direction and applies a time-
varying, gain based, spatio-temporal filter for suppress-
ing sounds coming from other directions, resulting in 
minimal artifacts and musical noise.  

2. MODELING 

2.1. Sound capture model 

Let vector { }0,1, , 1mp p m M= = −…  denote the posi-
tions of the M microphones in the array, where 

( , , )m m m mp x y z= . This yields a set of signals that we 
denote by vector ( , )x t p . Each sensor m has known 
directivity pattern ( , )mU f c , where { }, ,c ϕ θ ρ=  repre-
sents the coordinates of the sound source in a radial 
coordinate system and f denotes the signal frequency. 
We consider signal processing algorithms in the fre-
quency domain, because that can lead to efficient FFT-
based implementations. For a sound source at location c 
the captured signal from each microphone is: 

( , ) ( , ) ( ) ( )m m m mX f p D f c S f N f= +  (1) 
where the first term in the right-hand side, 
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represents the delay and decay due to the distance to the 
microphone 

mc p− , and ν  is the speed of sound. The 

term ( )mA f  is the frequency response of the system 
preamplifier/ADC, ( )S f  is the source signal, and 

( )mN f  is the captured noise. 

2.2. Ambient noise model 

We consider the captured noise ( , )m mN f p  as contain-
ing two noise components: acoustic noise and instru-
mental noise. The acoustic noise ( )AN f  is correlated 
across all microphone signals. The instrumental noise in 
each channel is incoherent across the channels, and usu-
ally has a nearly white noise spectrum ( )IN f . Assum-
ing isotropic ambient noise we can represent the signal, 
captured by any of the microphones, as a sum of infinite 
number of uncorrelated noise sources randomly spread 
in space: 
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Indices for frame and frequency are omitted for simplic-
ity. Estimation of all of these noise sources is impossible 
because we have a finite number of microphones. There-
fore we model the isotropic ambient noise as one noise 
source in different position in the work volume for each 
frame, plus a residual incoherent random component, 
which incorporates the instrumental noise. The noise 
capture equation changes to: 

( )( ) ( ) 0, ( ) (0, )n
m m n N n NCN D c cλ λ= +  (4) 

where nc is the noise source random position for nth au-
dio frame, ( )N ncλ  is the spatially dependent correlated 
noise variation ( ( )N n nc const cλ = ∀  for isotropic 
noise) and NCλ  is the variation of the incoherent compo-
nent. 

3. SPATIO-TEMPORAL FILTER 

3.1. Instantaneous Direction Of Arrival space 

We can find the Instantaneous Direction Of Arrival 
(IDOA) for each frequency bin based on the phase dif-
ferences of non-repetitive pairs of input signals. For M 
microphones these phase differences form a 1M −  di-
mensional space, spanning all potential IDOA. If we 
define an IDOA vector in this space as 

[ ]1 2 1( ) ( ), ( ), , ( )Mf f f fδ δ δ −∆ …  (5) 
where  
   0( ) arg( ( )) arg( ( ))l lf X f X fδ = − {1,..., 1}l M= −  (6) 
then the non-correlated noise will be evenly spread in 
this space, while the signal and ambient noise (corre-
lated components) will lay inside a hypervolume that 
represents all potential positions { }, ,c ϕ θ ρ=  of a 
sound source in the real three dimensional space. For far 
field sound capture, this is an 1M −  dimensional hyper-
surface as the distance is presumed approaching infinity. 
Linear microphone arrays can distinguish only one di-
mension – the incident angle, and the real space is rep-
resented by a 1M −  dimensional hyperline. Figure 1 
shows the distribution of 1000 audio frames at 750 Hz 
for a four element linear array. The solid line is the set 
of theoretical positions of sound sources in the range of 
–90° to +90°. The actual distribution is a cloud around 
the theoretical line due to the presence of an additive 
non-correlated component. Note that for each point in 
the real space we have a corresponding point in the 
IDOA space (may be not unique). The opposite is not 
true: there are points in the IDOA space without corre-
sponding point in the real space. 

  

3.2. Presence of a sound source 

For simplicity and without any loss of generality, we 
will consider a linear microphone array, sensitive only 
to the incident angle θ  – direction of arrival in one di-
mension. Let ( )k θΨ  denote the function that generates 
the vector ∆  for given θ  and frequency bin k according 
to (1), (5) and (6). In each frame, the kth bin is repre-
sented by one point k∆  in the IDOA space. Let’s have a 
sound source at Sθ  with image in IDOA at 

( ) ( )S k Sk θ∆ = Ψ . With additive noise, the resultant 
point in IDOA space will be spread around ( )S k∆ : 

( ) ( ) (0, ( ))S N S IDOAk k kλ+∆ = ∆ + . (7) 

3.3. Space conversion 

The conversion from distance to the theoretical hyper-
line in IDOA space to distance into the incident angle 
space (real world, one dimensional in this case) is given 
by: 

( )
( )

( )
k k

k
kd

d

θ
θ

θ
θ

∆ − Ψ
ϒ =

Ψ
 (8) 

where ( )k k θ∆ − Ψ  is the Euclidean distance between 

k∆  and ( )k θΨ  in IDOA space, 
( )kd

d
θ

θ
Ψ

 are the partial 

derivatives, and ( )k θϒ  is the distance of observed 
IDOA point to the points in the real world. Note that the 
dimensions in IDOA space are measured in radians as 
phase difference, while ( )k θϒ  is measured in radians as 
units of incident angle.  

3.4. Estimation of the variance in real space 

Analytic estimation in real-time of the probability den-
sity function for a sound source in every bin is 
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Figure 1. Distribution of frames in IDOA space. 
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computationally expensive due to the non-linearity of 
(2) and complexity of the analytic form of ( , )mU f c . 
Therefore we estimate indirectly the variation ( )kλ θ  of 
the sound source position in presence of (0, ( ))IDOA kλ  
from Eq. (7). Let ( )kλ θ  and ( )k θϒ be a KxN matrices, 
where K is the number of frequency bins and N is the 
number of discrete values of the direction angle θ . 
Variation estimation goes trough two stages. During the 
first stage we build rough variation estimation matrix 

( , )kθ . If minθ is the angle that minimizes ( )k θϒ , 
only corresponding to the minimum values in the rough 
model are updated: 

( ) ( 1) 2
min min min( ) (1 ) ( ) ( )n n

k k kθ α θ α θ−= − + ϒ  (9) 

where ϒ  is estimated according to Eq. (8), 
A

Tα
τ

=  ( Aτ  

is the adaptation time constant, T is the frame duration). 
During the second stage a direction-frequency smooth-
ing filter ( , )H kθ  is applied after each update to esti-
mate the spatial variation matrix 

( , ) ( , )* ( , )k H k kλ θ θ θ= . Here we assume a Gaus-
sian distribution of the non-correlated component, ac-
cording to Eqns. (4) and (7), which allows us to assume 
the same deviation in the real space towards θ .  

3.5. Likelihood estimation 

With known spatial variation ( )kλ θ  and distance 
( )k θϒ , the probability density for frequency bin k to 

originate from direction θ  is given by: 
2( )1( ) exp

2 ( )2 ( )
k

k
kk

p
θθ

λ θπλ θ
⎧ ⎫ϒ

= −⎨ ⎬
⎩ ⎭

, (10) 

and for a given direction Sθ  the likelihood is: 

min

( )
( )

( )
k S

k S
k

p
p

θθ
θ

Λ = , (11) 

where minθ  is the value which minimizes ( )kp θ . 

 

3.6. Spatio-temporal filtering  

Besides spatial position, the speech signal has temporal 
characteristics and consecutive frames are highly  
correlated due to the fact that the speech signal changes 
slowly relatively to the frame duration. Rapid change of 
the estimated spatial filter can cause musical noise and 
distortions in the same way as in gain based noise sup-
pressors. To reflect the temporal characteristics of the 
speech signal we apply time smoothing. For a given di-
rection, we model the absence/presence of speech with 
two states: S0 and S1. The sequence of frequency bin 
states is modeled as first-order Markov process. Then 
the pseudo-stationarity property of the speech signal can 
be represented by 1 1 1( | )n nP q S q S−= =  with the follow-
ing constraint: 1 1 1 1( | ) ( )n n nP q S q S P q S−= = > = , where 

nq  denotes the state of n-th frame as either S0 or S1. By 
assuming that the Markov process is time invariant, we 
can use the notation 1( | )ij n j n ja P q H q H−= = . Based 
on the formulations above, a recursive formula for signal 
presence likelihood for given look-up direction in nth 
frame ( )n

kΛ  is obtained as: 
( 1)

( ) 01 11
( 1)

00 10

( )
( ) ( )

( )

n
n k S

k S k Sn
k S

a a
a a

θθ θ
θ

−

−

+ Λ
Λ = Λ

+ Λ
, (12) 

where ija  are the transition probabilities [6], ( )k SθΛ  is 

estimated by Eq. (11) and ( ) ( )n
k SθΛ  is the likelihood of 

having a signal at direction Sθ  for nth frame. Conversion 
to probability gives us the estimated probability to have 
speech signal in this direction: 

( )
( )

( )

( )
( )

1 ( )

n
n k S

k S n
k S

P
θθ

θ
Λ

=
+ Λ

. (13) 

The spatio-temporal filter to compute the post-processor 
output ( )n

kZ  from the beamformer output ( )n
kY  is: 

( ) ( ) ( )( ).n n n
k k S kZ P Yθ= , (14) 

i.e. we use the signal presence probability as a suppres-
sion rule which is an MMSE solution according to [7]. 
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Figure 2. Directivity pattern for 1000Hz. 
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Figure 3. Directivity Index vs. frequency. 
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4. EXPERIMENTAL RESULTS 

The proposed microphone array post-processor was 
evaluated with a four-element linear microphone array 
with length of 190 mm. The sampling rate is 16kHz, the 
processing is preformed in MCLT domain [8]. We used 
the time-invariant beamformer described in [9]. Wide-
band chirp signals were recorded in an anechoic cham-
ber, and the microphone array was rotated 10° after each 
recording. The recorded signals were processed twice: 
using only the time-invariant beamformer, and using the 
time-invariant beamformer and the spatial filter. The 
results were used to compute the directivity pattern and 
directivity index in eight logarithmically spaced fre-
quency subbands. Figure 2 shows the measured direc-
tivity patterns for the band with center frequency of 
1000Hz, figure 3 – the directivity index as function of 
the frequency.  The improvement of the directivity index 
in the band of 500–3000Hz is 3–8dB. In another ex-
periment we recorded a human speaker positioned 1.5m 
in front of the microphone array at 0°. The recording 
was done in a normal office. The spatial filter improved 
the output SNR by 6.9dB, compared with the time-
invariant beamformer. In the next experiment we added 
a radio 2.0m from the microphone array at a -40° angle. 
The spectrograms of the post-processor input and output 
signals (estimated direction 0°) are shown on Figure 4. 
The post-processor suppressed the sound from the radio 
by 17dB. Figure 5 presents the spatial distribution of the 
overall likelihood of the signal as function of time and 
direction. The vertical axis is the sum of ( ) ( ) ( )n n

k kY P θ  
for the frequency bins between 300 and 3500Hz. Multi-
ple other experiments with varying positions of the 
sound source and the jammer confirmed the improve-
ment in the suppression capabilities. Listening examina-
tions showed minimal distortions and low level of musi-
cal noise. 

 

5. CONCLUSIONS 

We presented a novel post-processing algorithm for 
microphone arrays that further improves the microphone 
array directivity and signal separation capabilities. It 
works in IDOA space and is a non-linear, spatial gain 
based suppressor. The algorithm was implemented as 
real-time program and evaluated in a regular office. It 
showed excellent suppression capabilities while main-
taining good sound quality. 
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Figure 5. Spatial distribution of the signal. 

 
Figure 4. Input and output signals and spectrograms. 
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